Supplementary Material for
LARNEet: Lie Algebra Residual Network for Face Recognition

This supplementary material is used to explain the details
of the theoretical proof in the third section Methodology of
the paper: LARNet: Lie Algebra Residual Network for Face
Recognition.

1. The existence of Lie algebra

Claim: Given any rotation matrix R € R3*3, 3 ¢ € R?
and a skew-symmetric operator \, there exists an exponen-
tial mapping:

R = exp(¢”"). (1)

Proof: Without loss of generality, R is orthogonal and
R € SO(3), and we have R - RT = I. We assume that
there is a continuous transformation from the frontal face to
the profile face, so the time parameter ¢ is introduced and
we derive:

as:
N 3)

where ¢ = (¢, P,, P3) " € R3 and its skew-symmetric
matrix is:

0 —¢3 @,
Ph=| & 0 —¢ | S
~¢ ¢ 0

Therefore, taking the derivative once is equivalent to mul-
tiplying ¢” on the left side. And Eq. (3) is an ordinary
differential equation with parameter variables:

dR(t) A
B — pa R,

dR(t) A

R @(t)" - dt. &)

Integrating both sides of Eq. (5) leads to:

/dlnR(t) - /¢(t)Adt+c,

R(t) = expf ¢(t)Adt+C,

(6)

where C'is a constant, determined by the initial value. Based
on Riemann integral, we have

n—1
/¢(t)/\dt ~ Y o) - (i — t), £ € [tistigal],
i=0

(0=t0<t1<t2<...<tn_1<tn:ﬁ)
(7

when there is a sufficiently small partition 7' = {¢;}7,
such that for any § > 0 and all 4, there exists |t; 11 — ;| < 4,
and then approximation ~ can be equivalent =. In order to
facilitate the calculation, we assume that the initial value
R(0) = I, and we have:

n—1
> () (tir1—ts)
R(t) = expi=0 i

n—1

_ D(t) Aty

= A HO exp 8)
1=

n—1
INA ’
— [ exp)
t=0

For any ¢ of rotation R(t), there exists another sufficiently
small partition S = {s; }_ such that

n—1
R(t) = [ R(5), s € [si, si41].
i=0 ©)

(0=150 <81 <82< .. <Sp1 < 8p=1)
Thus, we construct a new partition M =T (S = {m;}.

and for all m € [m;, m;1], Am; = |mijp1 — my| — 0,
we have:

R(m) = exp(¢p(m)"). (10)

Referring to product integral theory (Antonin, 2007), in-
cluding its Lebesgue type II-geometric integral (Michael &
Katz, 1972), it provides a guarantee from discrete back to



continuous: when Am; — 0, we construct a new function
f(m) and let (exp(¢p(m)")¥™ = 1+ f(m)dm. Based on
the properties of equivalent infinitesimal:  ~ In(1 + ),
the following equation holds:

In(exp ¢p(m)")dm = In(1 + f(m)dm) =

Furthermore , we have the following equation holding true:

f(m)dm.

n—1 n—1
[T exp?t™ = TT (1 + f(m)dm)
1=0 1=0
.
=ex t)dt
ep</0Tf<> ) .
= exp(/O In(exp®) " )dt)
T
—exn( [ o) a).

Hence, for a fixed observation moment ¢, this equation
holds:

-
R(t) = exp (¢(t)") = exp (/O ¢(m) dm).  (12)
O

2. The properties of Lie algebra

Every matrix Lie group is smooth manifolds and has a corre-
sponding Lie algebra. Lie algebra consists of a vector space
G expanded on the number field F and a binary operator,
which is called as Lie bracket [-, -] and defined by the cross
product [X,Y] = X x Y when G = R? (McKenzie, 2015).
Now we only need to check that ¢ satisfies the four basic
properties of Lie algebra:

1. Closure
(01, #5] = D1 by — Do = (¢1 b3)" € 50(3).
=
2. Alternativity
(9", ¢"] = ¢" - ¢" — ¢" - ¢" =0 € 50(3).

3. Jacobi identity can be verified by substituting and ap-
plying the definition of Lie bracket.

4. Bilinearity follows directly from the fact that ()" is a
linear operator.

Informally, we will refer to s0(3) as the Lie algebra, al-
though technically this is only the associated vector space.

2

Furthermore, the derivative of rotation space is ¢. From
the above Claim and Eq. (3), we have R(t) = ¢" - R(t).
And also setting tg = 0 and R(¢g) = I, we perform the
first-order Taylor expansion:

R~ R (to) + R (to) (t —to) = T+ ¢ (t0)" - (¢).

¢ reflects properties of the derivative of R. Mathematically,
we call it on the tangent space near the origin of SO(3). O

13)

3. The exponential mapping of Lie algebra

From the above section, we can clarify the composition of
Lie algebra:

50(3) =

Let perform Taylor expansion on it, but we note that the
expansion can only be solved when it converges, and that
the result is still a matrix:

{¢p e R’ = 9" e R}, (14)

exp (15)

V=
— nl
As mentioned in our main paper, vector ¢ can be denoted

as ¢ = 6. Using its properties: (odd power) ¢ )\ p™ =
—)” and (even power) "\ = ¢ T — I, we have:

expld) = exp(”) = 3 = ()"

n=0
= cos 01 + (1 — cosO)Yp " + sin Gy,

(16)

This formula is exactly the same as Rodriguez’ rotation.
Therefore, we can consider solving the rotation vector
through the trace of the matrix:

tr(R) = tr(cos 01 + (1 — cos 0)apap | + sin Op™)
cos Otr(I) + (1 — cos O)tr(vep ") + sin Otr (™)
2cosf + 1.

a7

By solving the above equation, it can be found that the ex-
ponential map is surjective. But there exist multiple so(3)
elements 6 4+ 2kw, k € Z corresponding to the same SO(3).
If the rotation angle 6 is fixed at [—m /2, 47 /2], then the
elements in the Lie group and Lie algebra have a one-to-one
correspondence (bijection). This means that our Lie algebra
can completely replace rotation and will not produce adver-
sarial examples. Besides, for Ry = 1), ¢ is the eigenvector
of R, the corresponding eigenvalue is A = 1, and it is very
convenient to solve ¢ = 0. O

4. The optimization of Lie algebra

To compound two matrix exponentials, we use the Baker-
Campbell-Hausdorff (BCH) formula (Wulf, 2002; Brian,



— (R{,,,[ﬁX)AA(f)

Figure 1. Nonlinear optimization of Lie algebra. During optimiza-
tion, we keep our nominal rotation in the Lie group and consider a
perturbation to take place in the Lie algebra, which is locally the
tangent space of the group.

2015) and Friedrichs’ theorem (Jacobson, 1966; Wilhelm,
1954) :

> B"l
In(exp(A)exp(B)) = A + Z(fl)"ﬁ (A,[A,...[A,B]...
n=0 :

(18)

where B,, are Bernoulli numbers and the Lie bracket is
the usual [A, B] = AB — BA for A,B € SO(3). Since
the derivation can be seen as a change brought about by
small increments, we have a more concise calculation model
with vector representation using the approximate BCH :

Jo (o) by + ¢
if ¢, small

b1+ 3, (1) &y
if ¢ small

In (exp ((;bf) exp (¢§))V =

19)

J¢and J,. are referred to as the le ft and right Jacobians of
SO(3), respectively. Now for Lie algebra ¢ and increment
Ad@, we have:

_ N
exp (A¢") exp (¢") = exp ((¢ + Ji(9) 1A¢) ) ,
exp (¢ + A¢)") = exp ((J1A¢)") exp (¢")
= exp (¢7) exp ((J,49)").
(20)
Considering that the compound of rotation is left multipli-
cation, we will work with the left increment and Jacobian.
By comparing the derivative model on Lie algebra and the

perturbation scheme on Lie group, we choose the latter for
more conciseness, as follows:

& ~ lim exp (Agb/\) exp (d)/\) X — exp (qu) X
OAP  Ap—>0 A
= —(Rx)",

2n

where x € R? is an arbitrary three-dimensional point. When
we take the product between rotation and a point with the
perturbation scheme, we can get an approximation:

Rx = exp(A¢" ) Rinix ~ Rinix — (Rinix) " Ad.
(22)

This is depicted graphically in Fig. 1. The above formula has
the form, which makes sense to nonlinear optimization like
Gauss-Newton algorithm, and is adapted to work with the
matrix Lie group by exploiting the surjective-only property
of the exponential map. Furthermore, our scheme guaran-
tees that it will iterate to convergence and R;,,;: € SO(3)
at each iteration. O

5. Lie algebra of SFE(3)

We have proven that Euclidean transformation itself still has
the same properties as SO(3) with a more complex form,
and we give its structure as:

|

Each transformation matrix has six degrees of freedom, so
the corresponding Lie algebra is in R®, that is,

R t
0" 1

SE(3) =

} e R¥™R € SO(3),t € R3} .
(23)

se(3) = {¢" e RY4 ¢ e RO}, (24)

where " is not a skew-symmetric operator and has a new
definition:
N
p =
A

& |
Same as Eq. (3), we also have an ordinary differential equa-
tion:

¢ p},qb,peﬂ@. (25)

o' o

T(t) =" (t)T().

Similarly, we can get its solution and the exponential map-
ping as:

(26)

o0

T = exp (SA) = Z % (SA)n
n=0
_ [ S (0" (X o (61)") p ] |
'l 1

27)

Similarly, we can define addition operation, multiplication
operation, and the perturbation model. Because it has noth-
ing to do with our work, we won’t delve into details here.

Finally, we give detailed calculation tables on the next page
for Lie algebra, Lie group, and Jacobian. All our proofs and
definitions are made up of the equations in the tables.



O(3) Identities and Approximations

Lie Algebra Lie Group

(left) Jacobian

C=exp(6") =1, 5 (0")"

—Uy Uy 0

(au + Bv)" = au’ + v = cos ¢l + (1 — cos p)aa’ + sin gpa’
~1+ ¢A
u = —u n
uv = —v'u Cl=Cr=xy",5(-¢")" ~1-¢"
u'u=0 qﬁT:iﬁa;
(Wu)" = u” (tr(W)1 - W) - Wia? CTCa—alz— pp
u™v = —(u’v)1+vu” ==

tr(C) =2cos¢p + 1

W"'W v = — (—tr(vu?) 1 4+ vu”) =
X (~tr(W) 1+ WT) d“‘é(clzl
+ tr(Wlvu?l)1 - Wlvu? Ca =a
u v Mt = utuv + viutut + (ufu) vt CaA¢:7a?C
+ (u'u)u A A
u/\v/\(v/\ ) vAs,Au/\)f (v Murv)? C¢/\ f ¢ AC .
[, v] = u'v" — viud = (utv)) (Cu/2 - Cu'C A\ (T
[u’, [u, ... [u", v . )] = ()" v)" exp ((Cu)?) = Cexp () C
~—

n

1 ~a _ oo n
J=[,Cda=3", (nim (¢")
_ sing sin ¢ T | 1-cosd A
:TlJr(lfT)aa +—a

~1+ 49"
. n
Jt= Z::p ]7317 (¢A)
=2cot 21+ (1— £ cot 2) aa” — Za”
1A

exp (¢ +00)") ~ exp (3 56)") exp (¢")
C=1+¢"J
() = CI(—¢)

+ (Ao, $) 09)") C
Ao, ) = aJ(a¢>J(¢> L=y, (¢ )"

a,BER, u,v,¢,6¢p € R®, W, A JeR>* C e SO(3)

SE(3) Identities and Approximations

Lie Algebra Lie Group

(left) Jacobian

£:P

T =exp (€)= 3,05 (€7)"
=146+ (e) (€02 + () ()

“-ff e
[u [ u"] T= [OT ﬂ
( +/3V)A o VeA ¢ =ad(e"
ax + By)" = ax" + By _ A) N0l 1 (gh\"
(ax+ By)" = ax JrﬂyA T=exp(€) =200 (€)

_ =1+ (35m¢2¢¢cos¢) &t i c‘)sin?gz—uoso (5)\)2

sin ¢—¢ cos 3 bsin ¢—2 cos ¢ 4

i x = +( ¢2$3 ¢) (€ + MZ«:% (")
M)+ (vT V)(X) =0 ~14¢t

(

(1) +2(v7v) ()’ + 7 =[S GeC

x‘y
x*

><’\

Tv) =
b,y = x"y" —y" EXyA
x4yt = xty* —yrxt = (xby)” tr(T) =2cos¢p+2, det(T)=1
N [x Nyt ] = (=" y)" Ad(T,T2) = Ad(T,) Ad ('In'z)
= T e (€)= (€) R
Bt [t eyt ) = () ) T = [ST O
" T =exp (—€") 2,2::06%,2*5;)" ~1-¢t
o 1 e o T _ (T :1/’/\
o B
€] 0 ¢ A AT§E A A
p® = } :[%A 0} TN =¢"T, Te' =e'T
"IA _ 5% (Tx)" =Tx"T7Y, (Tx)" =Tx"T""
T = o exp ((T%)") = Texp (") T-!
P =xp exp ((Tx)") = Texp (x*) T

[(Tp)” =Tp°T""
(Tp)® (Tp)® =T "p* poT

J = fol Tda=30", ﬁ (€")"

4—¢singp—4cos ¢ A 4¢—5sin ¢+ cos ¢ A\2
1 (fosiiodond ) g o (10-Dearoced ) (¢7)

+(2—<bsiu22:2wsrb)f £(20 3>md)+¢cua<b) (5 )4
T =, [
J

T =1 J
Q=370 ﬁ ()" " (¢")"
=1ph+ (950) (@0" + 0" + 6708
+(Se2) (97900 + 000" 30700
+ (u’fssiggfécuso) (¢/\p/\¢/\¢/\ " ¢/\¢/\p/\¢/\)
exp (& +6€)") ~ exp ((J 5€)") exp (£")
exp ((§ +0€)") ~ exp (T 5¢)*) exp (¢)

+ 1
+3

R

‘m H\

£A

Lz
S

J Q
0 J
()
“3

1-
J-!

L@ 2

T=1+8JT
T =g
JE=TIT(-¢
(exp (6€") T)" ~ (1 + (A(«,£) 68)") T*
Ao, €) = a T (a€) T (&)™ = Yo, 2 (e4)"

a,BER, u,v,0,0¢p €R® peR! x,y,&066 R’ Ce SO3), J,QeR¥>3 T, T,, T, € SEB3), T € Ad(SE(3)), J,.A € R6*¢
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